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Ultrafast electron dynamics in metals: Real-time analysis of a reflected light
field using photoelectrons
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We propose an approach to address ultrafast charge-carrier dynamics of metals by analyzing the momentum
change in photoelectrons interacting with a transient optical grating at a metal surface. Photoelectrons are
excited by an ultraviolet femtosecond laser pulse which precedes an infrared pulse setting up the transient
grating. We measure the kinetic energy of the photoelectrons which are accelerated by the grating’s pondero-
motive potential and thus sample the respective electric field. The method is capable to access phase and
amplitude differences between the incoming and the reflected light fields. The latter is determined by the
response of the conduction-band electrons to the light field. We report on a demonstration of such an experi-
mental scheme using a Gd(0001) surface and calculate the reflected field by a simplified transport equation. We
derive a method to determine the average electron-scattering rate and study the time-dependent evolution of
amplitude and phase of the reflected electric field including memory effects in the optically induced polariza-
tion dynamics. Finally, we discuss the required steps of this approach to probe ultrafast dynamics in metals

experimentally.
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I. INTRODUCTION

Investigations of the dynamical response in time domain
bear the potential to obtain insight into the time development
of the underlying microscopic processes. Optical pump-
probe experiments represent a well established approach to
analyze the evolution of the perturbed system after an impul-
sive excitation as a function of time delay to a second pulse,
which probes the corresponding transient state. The analysis
of such transients is straight forward as long as coherence
times are considerably shorter than the pulse duration and a
simple rate equation analysis of the population dynamics is
sufficient. In case of overlapping pulses or long coherence
times the analysis is more demanding and requires a detailed
modeling which includes a theoretical description of the po-
larization dynamics.'?> Depending on the system, various
processes determine the optical response of the material such
as molecular vibrations in solution®* or proteins,’ as well as
electronic excitations of semiconductors,®’ electron-ion
plasma collisions,®® and electron collisions in metallic
structures.'”

Time-resolved experiments which address the problem of
coherent polarization employ nonlinear methods'""!? or inter-
ferometric approaches.!? The required time resolution is on
the order of the respective lifetime and decoherence time of
the elementary excitation of interest. Typical time scales
range from picoseconds to attoseconds for electronic transi-
tions in semiconductor quantum well structures® in the infra-
red (IR) and in metallic structures in the visible and ultravio-
let (UV) spectral regime.!® In the following we focus on
metals and their surfaces, at which electronic coherence
times have been analyzed by time-resolved photoemission
experiments'3~!1 or nonlinear optics.!? For further motivation
a light field is considered which is incident on a metal sur-
face and drives a collective excitation of the conduction elec-
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trons, i.e., plasmonic excitations.!® Because typical dephas-
ing and lifetimes for plasmons are in the subfemtosecond to
femtosecond range, the electronic system is assumed to be
excited by the light field on a subfemtosecond time scale.
Owing to the plasma frequency, which is on the order of few
eV, and the large bandwidth of the conduction-electron re-
sponse, the plasmon coherence time is only of a few optical
cycles.!” Experiments that address this problem completely
in the time domain would thus require attosecond time reso-
lution. Attosecond time-resolved experiments have been pio-
neered by Krausz and co-workers'2% and were recently ex-
tended to metal surfaces.”?’ However, complementary
approaches to address ultrafast dephasing processes and high
scattering rates in solids might be valuable because of the
complexity of attosecond light sources®! and the modeling
required to analyze interferometric two-photon photoemis-
sion experiments.'3

Here we present a transient grating approach that is sen-
sitive to high electron-scattering rates I'>1/fs at metal sur-
faces using laser pulses with typically 100 fs duration. The
optical grating is probed locally by a photoelectron as a func-
tion of distance from the metal surface. It is generated by
reflection of an IR femtosecond laser pulse and the photo-
electron is excited at the metal surface by a UV femtosecond
laser pulse. The momentum of the photoelectron is modified
by the ponderomotive potential ¢, of the transient grating.
We measure the photoelectron’s momentum change in pho-
toemission as a function of position in the grating. Since the
ponderomotive potential is determined by the superposition
of incoming and reflected light fields, we have access to the
response of the conduction electrons to the light field. This
dynamics is described by a simplified transport equation. We
derive an analysis of the average scattering rate and discuss
the limit of a grating setup by a few-cycle optical pulses.
Furthermore, we demonstrate that amplitude and phase of the
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optical grating can be determined. Due to the optical cycle
duration of the grating’s frequency (A=830 nm, 1/v
=2.8 fs) the scheme is sensitive for scattering rates I’
>1/fs.

Acceleration of free electrons has been achieved by opti-
cal transitions between continuum states. It can be driven by
laser pulses and leads to above-threshold ionization which
has been demonstrated for free atoms, molecules,?? and
solids.?>?> Such transitions occur in the vicinity of a poten-
tial gradient because energy and momentum conservation
prevent absorption of photons by free electrons in the
vacuum. At sufficiently high laser intensity gas phase
Auger?® and photoelectron spectra®’ exhibit sidebands stem-
ming from emission or absorption of laser photons. Side-
bands have also been observed in photoemission from a Pt
surface.?> Using a few-cycle IR laser pulse for generation of
attosecond extreme ultraviolett (XUV) pulses and for modi-
fication of the final state of a photoelectron excited by the
XUV pulse, Krausz and co-workers!82! established a streak-
ing technique facilitating attosecond (as) time resolution.

In electromagnetic fields the momentum p of photoelec-
trons is changed by the force of the instantaneous electric
field acting on the electron F(r,t)=—¢E(r, ) which varies as
a function of time with the high frequency w of the IR wave.
The corresponding electron motion is described by r=ry
+r;, with r; oscillating at w to account for the quiver motion
and r the oscillation center. Expansion of the electric field to
E(r)=E(ry)+(r;-Vy)E leads to a drift of r, along a spatial
field gradient. As the duration of the employed UV pulse
exceeds an IR optical cycle and due to absence of carrier-
envelope phase stabilization of the IR pulse our experiment
is not sensitive to the quiver motion r; and its effect on the
kinetic energy is integrated out in time: ¢, (E?). Then, the
equation of motion for a photoelectron with mass m is given
in case of a standing optical wave by

#r, e’ E?
92 e\ 02 )TV )

As illustrated in Fig. 1(a), the spatial variation in ¢, along
x accelerates an electron with initial momentum p,>0 to-
ward the nodes of the standing wave, i.e., the minima in ¢p.
Thus an electron experiencing a positive gradient of ¢, is
decelerated and is accelerated for d¢,/ dx <0, respectively.

II. EXPERIMENTAL REALIZATION

In our experiment a standing wave is generated by reflec-
tion of an 830 nm femtosecond laser pulse at a single-crystal
Gd(0001) metal surface under 45° angle of incidence. Fig-
ures 1(b)-1(d) depict the electric field energy density of the
two-dimensional transient grating before, during, and after
interference of the incident and reflected parts of the pulse.
These laser pulses are delivered with a duration of 50 fs by
an amplified Ti:sapphire laser system operating at 300 kHz
repetition rate. A 3 uJ fraction is used to generate an
s-polarized transient grating with a peak intensity of
50 GW/cm?. Photoelectrons, which probe the transient grat-
ing, are excited at the metal surface in direct photoemission
by a p-polarized 6 eV laser pulse with 90 fs duration. These
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FIG. 1. (a) Acceleration of charged particles in the ponderomo-
tive potential ¢,; (b)-(d) depict the experimental scheme of an
infrared femtosecond laser pulse reflected at a metal surface. Inci-
dent and reflected parts overlap in space and form a two-
dimensional transient grating. The electric field intensity is given by
the gray scale. The intensity is maximum when the pulse center is
located at the surface (c). Photoelectrons sense the standing wave
and are analyzed in normal emission by an electron time-of-flight
(TOF) spectrometer.

pulses are produced by quadrupling a 1 wJ portion of the IR
pulse in two subsequent beta-barium borate nonlinear optical
crystals and precede the IR pulse by a time delay Atr. For
Ar>0 the UV pulse arrives before the IR pulse. The kinetic
energy of photoelectrons is analyzed in normal emission by
an electron time-of-flight spectrometer with an acceptance
angle of +3° and energy resolution <20 meV [Fig. 1(c)].

The Gd(0001) surface was chosen due to its 5d.2 surface
state which provides a sharp feature in photoemission. Epi-
taxial Gd(0001) films of 10 nm thickness were grown in situ
on a W(110) substrate under ultrahigh vacuum conditions.?
The photoemission spectrum of the Gd(0001) surface, gen-
erated by the 6 eV laser pulses, is shown for a blocked IR
pulse in Fig. 2, top. The high energy cutoff at a kinetic en-
ergy FEy;,=2.68 eV is determined by the Fermi energy Ej of
the metal. Subtraction of the UV photon energy determines
the work function to be 3.32 eV. The peak in the spectrum
originates from the 5d_2 surface state (majority-spin compo-
nent) which has been studied extensively.>*33 To monitor
transient changes in the kinetic energy of the peak position,
the high intensity part of the peak is fitted by a Gaussian as
shown in the inset of Fig. 2. We do not intend a full line-
shape analysis, which would require deconvolution of the
laser-pulse bandwidth and the spectrometer resolution.>33
We rather aim at a precise analysis of the peak energy which
will be modified by the transient optical grating.

After unblocking the IR pulse we observe as a function of
delay between both laser pulses a variation in the photoemis-
sion spectrum. The bottom panel in Fig. 2 depicts Ey;, of the
surface-state peak as a function of delay. The peak energy
oscillates with an amplitude of few meV, i.e., far below the
UV laser-pulse bandwidth. Considering the velocity of an
electron with E;,=2.4463 eV the observed frequency of
Q/27=1.53 THz corresponds to a period in space of
0.62 wum in front of the surface. We exclude that these os-
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FIG. 2. Top: photoemission spectrum of Gd(0001) with hv
=6 eV taken at a temperature of 30 K. The inset includes a Gauss-
ian fit of the surface-state peak. Bottom: circles indicate the kinetic
energy of the peak measured for different delay, i.e., distance to the
surface x (top or bottom axis). The solid line is calculated by Eq.
(3). Errors bars are within the symbol size. The oscillations are
observed up to 17 ps; however for clarity At<<8 ps is shown only.

cillations occur due to absorption of the IR laser pulse in Gd
(discussed in Refs. 32 and 33) because at the arrival of the IR
pulse the photoelectrons have already been emitted and have
traveled in vacuum a distance x from the surface. We con-
clude that the oscillations in E\;, are induced by the transient
IR grating and represent a variation in the photoelectron’s
final state in the continuum. This is shown by the following
analysis. The energy modulation at {) occurs due to a spa-
tially varying field and is determined by the field periodicity
along x and the electron momentum p,.

To calculate the acceleration of the electron in the tran-
sient grating we integrate over the optical cycles of the IR
pulse to average over the quiver motion according to Eq. (1).
Due to the gradient V¢, an acceleration along x remains
which is given by

2 R A
Jth: MJ dw|E°* cos . (2)

nmcw

Here, « denotes the angle of incidence, R the reflectivity, and
¢ the phase change in the light field upon reflection at the
metal surface.>* We consider an s-polarized Gaussian laser
pulse with the field maximum E°=\87®o/c(2/m)"*, where
® is the incident fluence and o defines the pulse duration
[full width at half maximum (FWHM)] 7=0+8 In 2. From
the observed AEy;,/E, (Fig. 2) we determine Ap,/p,=3
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TABLE I. Comparison of theoretical and experimental results
for the transient variations of the photoelectron kinetic energy.

Calculation Fit

e 0.82(3) meV
3.7(1) X 1073 ps~2 3.7(5) X 1073 ps?
9.9(4) rad ps~! 9.59(1) rad ps!

169° 173(3)°

0.81(4) meV

sTo%0

X 107* and p, is approximated as a constant. Following Eq.
(2) the kinetic-energy variation is given by

AE, = &f Fdt=e- ¢ABA" sin(QA7 + ). (3)
m

The energy variation is quantified by the amplitude e

gmde? cos @R . 2p, cos &
=T8S, and modulation frequency (="

2y — o w. Due
to the following two effects € is damped with increasing
delay. (i) The electron propagates with p, during the pres-
ence of the IR pulse. The respective change in V({)p(x) weak-
ens the energy modulation by ¢™ with A=2“”ni 202 w?p?. (ii)
The electron propagation during the time between both laser
pulses Ar leads to an increase in x where the transient grating
intensity recedes [Fig. 1(c)]. This leads to the damping term
e‘BA’Q, B:%. Since all parameters in Eq. (3) are known,
Eyin(At) has been calculated (solid line, bottom panel of Fig.
2). In addition, Eq. (3) has been fitted to the data for com-
parison. In Table I we compare the fit result to the analytical
values. For R we used our measured value of 0.6. The phase
shift ¢ is calculated by Fresnel equations.’® The agreement is
remarkable, which proves the explanation of the transient
energy variations by acceleration of photoelectrons in the
transient grating.

A value of ¢ close to 180° is the consequence of the node
of the electric field near the surface. Thus, for the first quar-
ter of the period V¢, is directed toward the surface which
decelerates the electron (Fig. 2, bottom). To understand that
¢ is <180° dissipative processes have to be taken into ac-
count. The responding conduction electrons that rearrange to
screen the incident electric field experience damping® and
the node in the electrical field shifts out of the surface as
observed in the experiment. However, as we will show in
Sec. III, a time independent phase is an oversimplification.

Beside the photoelectron energy we measure the photo-
emission intensity and an analysis of the intensity allows
access to the dispersion of the laser-induced acceleration of
photoelectrons with kinetic energy. Figure 3 depicts the tran-
sient variation in the photoemission intensity for different
initial states and E);, after subtraction of the spectrum with
the IR pulse blocked (shown in Fig. 2, top). Figure 4, top,
displays the spectra recorded with the used UV photon ener-
gies of 4.5 and 6.0 eV while the IR pulse was present. The
oscillation amplitude is largest in the vicinity of the surface-
state photoemission line and weaker at lower energy. For
kinetic energies between 1.0 and 1.5 eV, where the spectrum
is almost flat, the weakest variations were observed. Hence,
we conclude that the intensity variations are related to the
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FIG. 3. Time-dependent variation in the photoemission intensity
for different kinetic energies as indicated (hvyy=6 eV). The am-
plitude variations scale with each other and depend on the gradient
of the intensity with kinetic energy. Solid lines represent fits to the
data by a sine function.

gradient of the photoemission spectrum with kinetic energy.
To analyze the dependence of the oscillating intensities on
the electron momentum we extract the frequency of transient
changes in intensity by fitting a sine function to the time-
dependent intensities. The resulting frequencies are depicted
in the bottom panel of Fig. 4. As pointed out above ()
=22888),  Thus, Q is expected to disperse with
Q=C \% We fit a square-root function to the data in Fig. 4
and find C/27w=0.99(2) THz/\eV. This is in good agree-
ment  with  the  calculated value of C/27
=1.01(4) THz/\eV.

At this point we conclude that we understand the process
leading to the observed oscillatory behavior in the kinetic
energy and photoemission intensity. We proceed by consid-
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FIG. 4. Top: photoemission spectra at indicated photon energies
while the IR pulse is present. The intensity increase recognized for
the 6 eV data at low energy was absent in Fig. 2 and is attributed to
hot electrons generated by absorption of IR photons. Bottom: dis-
persion of the oscillation frequency €}/27 with kinetic energy. The
solid line is a fit by a square-root dependence of oscillation fre-
quency on the kinetic energy.
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ering the information regarding ultrafast electron dynamics
which is encoded in the observed signal. The concept relies
on superposition of incoming and reflected fields to the tran-
sient grating. An investigation of electron dynamics within
one or few optical cycles would certainly benefit from laser
pulses with a few optical cycles. Nevertheless, the accessible
dynamics is intrinsically independent of the carrier-envelope
phase because the grating represents a standing wave and the
employed detection averages over the quiver motion rj.
However, the scheme is sensitive to a phase shift between
incident and reflected fields because such a phase shift dis-
places the grating along the surface normal. To access this
regime we have carried out calculations using a simplified
description of electron transport in the metal which will be
presented in Sec. III. These results illustrate the accessible
electron dynamics and comprise of a time-dependent phase
and amplitude evolution of the reflected light field. Further-
more, our analysis using 50 fs pulses suggests a way to de-
termine the Drude scattering rate I'.

III. TRANSPORT THEORY DESCRIPTION

In the above description a difference in envelope ampli-
tude and a constant phase shift between the incident and
reflected IR fields was included. As we will show below this
is a severe limitation and does not account for all expected
dynamics. In the following we will include the conduction-
electron response of the metal explicitly. The reflected light
field E,(r,?) is generated by the response of the conduction
electrons to the incident light field E,(r,7). Following Eq. (2)
the momentum change is in this case given by

2 o0 2 o0
ap= S | dFy=—1 f dtV oy By (1, 0B, (r1),
mw J)_, 0

ij=1 J - _

(4)

with F,(F,,) as the ponderomotive force leading to accel-
eration in the direction of the gradient of the reflected (inci-
dent) field. The components F;;(F,,) do not contribute be-
cause no grating will be generated by the incident (reflected)
field alone. The incident field, chosen for the following cal-
culation, reads

E,(r,a,7) = Eon, sin[o(f — Arf)]e 12717 (5)

with the field amplitude E, and the polarization vector ni;
Ar*=AtfB cos a is a scaled time delay with Bm=p,/c. We
understand that this is a rather unrealistic pulse shape. We
use it nevertheless for these illustrative considerations to per-
form an analytical calculation, which is inhibited for field
pulses with a more realistic Gaussian or hyperbolic secant
envelope. We assume that the specific shape is of minor im-
portance because the laser field is smoothed by the above
integration. The reflected field from the metal surface is de-
termined by a simplified transport equation for electrons in a
single band model that describes the metal and includes a
typical drift term induced by the applied IR field E and a
relaxation term proportional to I,
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forming the reflected field from frequency domain back into
% 05l time domain we find?’
E
; o E,(Af",1)/C
©
~ T— 1'*7,2 *
W -0.51 =0(t - Ar)) ———=5—55sin[w(t— Arf)] - e A7
( ){(1—TF)2+(O27'2 Lo N-e
1
z | +————————cos[w(t— Ar")] - e A7
’§ 0.5 (1-m)*+ *7
g 01 _ o7 B w7 T
W _0.5 (1-M)?+*? (1+1)+ 0?7
. +I'7
1 p +O(Ar — p)e B0/ — T
IT'=5fs (C) ( ) (1+TF)2+(U272
o 0.51
E sinloli - ArY] + 27 Lot~ Ar)]
5 sin[ w(f — + ——5—55coslw(t—
e O-WMWWWWMWWWW (1+ )2+ 0?7
©
o ~0.59 (7)
oo 0 om0 100 with C=2T Eowpl sin « and wpl—
At (fs) the plasma frequency. Figure 5 shows incident and reflected
e AT (d) fields for two pulse durations 7=1 and 50 fs and two scatter-
= 04 ing rates I'=1 and 5 fs~!. For 7=50 fs we have 7'>1 and
'§ 0.2 memory effects such as plasmon formation can be neglected.
s 0 The reflected and incident fields are identical except of the
L 02 phase jump expected by reflection on metal surfaces and a
W o4 change in amplitude due to a reflectivity below unity. For 7
=1 fs we are in the limit of 7I'~1 and memory effects
0al T=1 fs” should come into play. The reflected fields are for both
0 0.2 evaluated I" asymmetric with respect to £=0.
5_ '0 We proceed and calculate the experimental observable.
< The momentum change in the photoelectron Ap, as a func-
o %2 tion of the time delay Az (or A¢*) within the transient grating
—0.4 is caused by the interference of the incident and reflected
o fields described by Egs. (5) and (7), respectively,
0.4
- 128’375
= 0.2 Apx — De—2FAI oo s (8)
5 o W NYNT
e
8 -02
Ty «__ 8Af* .
04 +De AT ——[(1 =T'7+ &> P)cos 2wAr*
Ta T2 0 T2 e
At (fs) — wl' 7 sin 2wAf"] 9)
FIG. 5. [(a) and (d)] Incident fields with pulse duration 7 of (a)

50 and (d) 1 fs. Respective reflected fields are given for [(b) and (e)]

I'=1 fs' and [(c) and (f)] =5 fs7L.

<&,+ - eE(r,?)

P . Vk>f11’k=_r(fll,k_f?l,k)’

with £ 1. being the initial equilibrium Fermi distribution be-
fore the pulse. Equation (6) is solved by a power-series ap-
proach for fi;x. The result scales with the electric field
flix=2,E f(“k up to the first order (linear optics) and is
transformed into the frequency domain, where the induced
current density j within the metal is calculated Using Eq.
~me C_](r a,w) and trans-

(5), the reflected field Ey(r, a, w)=

(6)

" 4 1-T
+ De 207 ¢ —_{|:a)7’2(1 +I'7) - T}
N w
212

Xsin 2wAr" + ———(sin 2w;B - cos 2w, B)

4wr73[(1 -127) - 20T 7]
N*N~

sin 2wAf” } (10)

=E X A" 4 e‘ZA’*/T[cl(At*)
X cos(2wAt") + c,(Ar*) X sin(QwAr”)]

(11)
with D= 2772E0 sin? ae’wy,

I and N*=(1+T7)2+w?7. Equation
(8) shows a s1gna1 decay with (2I'8 cos @)~!; Egs. (9) and
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FIG. 6. [(a) and (c)] Calculated and (b) measured change in the
electron momentum along the surface normal as a function of
pump-probe delay, i.e., distance from the surface (cf. Fig. 2). Pa-
rameters of the calculation are w=2.3 fs™' and I'=1 fs™!. The
pulse durations are chosen as 50 and 1 fs for panels (a) and (c),
respectively. The measured momentum change depicted in panel (b)
is based on the data shown in Fig. 2. The kinetic-energy modulation
is converted into the momentum change using A[g;AEkiM%
with Ey;,=2.4464 eV.

(10) show sinusoidal and cosinusoidal oscillations with a fre-
quency 2wf cos «, which is not affected by the values of 7
and T'. Their decay occurs with (@)‘1, while Eq. (9)
additionally scales with B cos aAt. Figure 6 shows exem-
plary results of Eq. (11) for a typical scattering rate of I’
=1 fs~! and the laser frequency w=2.3 fs~!. Panels (a) and
(c) depict the calculated behavior for a pulse duration 7
=50 and 1 fs, respectively. For larger pulse durations such as
50 fs where 27/7<w the momentum change exhibits a
minimum and a maximum as a function of I'. For small pulse
duration with 277/ 7~ w [Fig. 6(c)] this is not visible because
of the pronounced damping of the signal, which depends on
the pulse duration.

The encountered extremal values in the envelope of the
momentum change as a function of I" suggest a more de-
tailed investigation. The envelope function of the momentum
change can be determined from Eq. (11), which can be writ-
ten as

Ap,~E X o~ 2rAr
T2 A . 20 A —2AFT * *
+ \'c%(At )+ cg(At Ye 22 Tcos[2wAr* + alArY)]
(12)

o (AF .
Clar) as a time-dependent phase. The first

ci(Ar)

with tan a(Ar")=-

[6)]
o

20]ir=

Ap, (arb. units)

Ap, (arb. units)

0 02 04 06 08 1 12 14

At (ps)
FIG. 7. Plots of the envelope function of Ap, as a function time

delay for different pulse durations of the incident field 7 and scat-
tering rates I' as indicated. Note the different scalings of panels

(a)—(c).

term is negligible for all combinations of the parameters 7

and I' because either the coefficient £ or the exponential

—2TAF

function e is of negligible order. Neglecting the first

term the envelope function is \'C%(At*)+c§(At*)e‘2A’*/ ”. Fig-
ure 7 shows the envelope function for different values of 7
and I'. With increasing I" the position of the extremal value
of the envelope function shifts to the earlier delays, i.e.,
closer to the surface, which facilitates a determination of I'
from experimental data as explained in the following. Figure
8 shows the real part of the time delay exhibiting minima
(solid) and maxima (dashed) in the envelope function as a
function of I'. There are two areas with minima and maxima
in the envelope connected by a line. The time delay interval
of this connecting line is complex which results in a saddle
point (cf. dashed curves in Fig. 7). For smaller I and fixed 7
the extremal values are shifted to smaller time delay. The
same behavior is observed for constant I' and smaller 7. As it
is clearly visible in Fig. 7, the faster the momentum change
decays, the shorter the laser pulse is, which is explained by
the fact that the transient grating extends less into vacuum
for shorter pulses. Note that the drift velocity of the photo-
electron is 3X 103¢ and thus the photoelectron essentially
remains at its position while the transient grating is formed
and decays.
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FIG. 8. Plots of the envelope function of Ap, as a function of
time delay and scattering rate I'. On the connection line between the
two bifurcations—Ileft and right—the momentum change presents
only saddle points. The solid line describes the position of the mini-
mum and the dashed line is the position of maximum momentum
change. Panels (a)-(c) describe the behavior for 100, 10, and 1 fs
pulse duration, respectively.

Based on these considerations we propose the following
method to determine I' from the momentum change in the
photoelectron. After measuring the momentum change the
position of the minima and maxima of the envelope is deter-
mined. Keeping 7 constant determines the parameter space
(Az,T") of minima and maxima for the respective pulse du-
ration which is determined independently (Fig. 8). The ex-
perimentally determined delays of minimum and maximum
can then be assigned to a unique relaxation rate I" that de-
scribes the investigated system. Suppose no extremal values
are found, then the value of I' lies in the interval of the
connection line. Figure 8 illustrates that the extend of the
connection line decreases with increasing pulse duration and
a measurement with larger 7 will deliver two possibilities.
First, minima and maxima appear. In this case I" can be
determined as outlined above. Second, no minima and
maxima are identified. Then one will get at least a small
range for I' giving a reasonable approximation for the relax-
ation rate.

The shift of the maximum (minimum) can be explained
with the grating itself. Extrapolating the maximum position
for small I to the minimum position for large I shows that
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FIG. 9. Dependence of the phase «(Af) in units of 7/2 as a
function of I' in fs~! for different pulse durations 7 and time delay
At as indicated.

the actual time delay is identical, but the minimum turns into
a maximum [see Fig. 8(a)]. Since I' is identical for these low
and high limits, i.e., the metal conduction electrons do not
influence this momentum change, we conclude that this limit
is determined by acceleration of photoelectrons along the
gradient of the incident field. In turn, the minimum for small
and the maximum for large I' that do exhibit different time
delays are the result of photoelectron acceleration along the
field gradient of the reflected field which is modified by the
relaxation rate of the electrons in the surface. The I' interval
of the connection line between the bifurcations, which shows
no extremal values, describes the regime where acceleration
and deceleration along the field gradient of the incident and
reflected fields cancel each other. In this case, only a decay
of the ponderomotive signal is encountered for all time de-
lays.

Finally, we report on the evolution of the phase a defined
in Eq. (12) as a function of time delay. We encounter pro-
nounced effects which are presented in Fig. 9. The phase of
the detected momentum change is directly related to the
phase change in the reflected light field with respect to the
incoming one. The time dependence of a demonstrates that
the phase of the reflected light field takes considerable time
to arrive at the equilibrium limit described by conventional
metal optics in the frequency domain. With increasing I" and
a nonzero delay the asymptotic limit of —r/2 is reached for
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large ' except for the case of short pulses 7=1 fs. This
finding illustrates that at large I' the conduction-band elec-
trons respond quickly enough in relation to the duration of an
optical cycle leading to a value of « close to 7/2. On the
other hand, the deviations from this ideal value are pro-
nounced for small I" and transient effects have to be taken
into account before a continuous-wave response is estab-
lished. The different panels in Fig. 9 show the behavior for
different laser-pulse durations 7. It is obvious that 7 has a
strong influence on a(I",Ar). The effects can be understood
qualitatively as follows. A rather long laser pulse consists of
many optical cycles and the conduction electrons have
enough time to tune into the light field frequency. For shorter
pulse this becomes more difficult as the pulse consists of less
cycles and the amplitudes of consecutive optical pulses
change. In the limit of the 1 fs pulse, depicted in Fig. 9,
bottom panel, this even leads to another asymptotic value of
/2. A pulse duration of 1 fs for an 800 nm pulse might
appear artificial. However, the result nicely illustrates the
importance of such effects, as the asymptotic value is
changed.

Thereby we have established that in case of a reflection of
an ultrashort electromagnetic field pulse, it is not sufficient to
know the electronic response function and laser frequency
alone, as we have assumed in Sec. II. In fact, the laser field
itself has to be taken into account to find the correct response
function of the metal. Collective electronic excitations driven
by the laser field have to be taken into account and memory
effects certainly cannot be neglected.

IV. DISCUSSION

A direct comparison of the theoretical and experimental
findings regarding the momentum change imposed on the
photoelectron by the ponderomotive potential of the transient
grating is given in Figs. 6(a) and 6(b). Albeit we have de-
tected and explained the periodic acceleration of the photo-
electron, the essential feature of extremal values in the enve-
lope of momentum change has not yet been observed in the
experiment. From the theoretical side future efforts are to
include the effects of the frequency dependence of I', which
were not included in our present approach. This would be-
come essential if future experiments using more intense or
shorter pulses leading to nonlinear excitation find deviations
compared to the present theoretical description.

A closer look to the experimental results suggests that
fluctuations in the signal, which are actually below 1 meV
(Fig. 2), might be responsible for not finding minima and
maxima in the envelope. In the following we discuss how
this problem can be overcome and the full capability of the
method demonstrated by the transport theory description can
be achieved.

We consider two pathways to improve the experimental
sensitivity. We have analyzed if an optimum parameter set
exists to detect minima and maxima in the envelope function
[Eq. (12)]. Without going into details, we note that a large
time delay between minimum and maximum and a high con-
trast in the minimum and maximum momentum change are
beneficial for their detection. An analysis of the variation in 7
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and I' shows that it is reasonable to start experiments with
800 nm laser pulses for transition metals with scattering rates
of several 1 fs~!. For noble metals with higher scattering
rates the delay between minimum and maximum is reduced
and might become unfavorable for a detection of extremal
values in Ap,.

An increase in the gradient of the ponderomotive potential
will lead to larger momentum changes and might reduce
problems related to fluctuations in the analysis of the photo-
electron’s kinetic energy. This could be realized by perform-
ing the experiment using more energetic laser pulses. Typi-
cally 1-10 kHz Ti:sapphire amplifiers deliver 800 nm pulses
with peak intensities of about 100 TW/cm?, which will in-
crease the acceleration of the photoelectron compared to the
presented setup up to 3 orders of magnitude (current peak
intensities are 50 GW/cm?). This might well compensate
the reduction in laser repetition rate by a factor of 10—100.
Experiments by Miaja-Avila et al.? already demonstrated
the capability of time-resolved photoemission techniques us-
ing kilohertz amplifiers in above threshold ionization studies
from metal surfaces.

Regarding the question of the optimal pulse duration we
point out that the advantage of shorter pulses is that the
signal can be increased compared to longer pulses. There-
fore, the position of minimum and maximum can be detected
with better accuracy. However, a pulse width of a few optical
does not necessarily provide improved results for the pro-
posed method since an important part of the experiment is
the optical grating formed by self-interference of the optical
pulse. For too short pulses, the grating is not stable for a
sufficient time to interact with the moving electrons. There-
fore, an optimal pulse length takes both increased signal and
sufficient light-electron interaction into account.

V. CONCLUSION

In summary, we have analyzed the interaction of a stand-
ing electromagnetic wave with electrons by femtosecond
time-resolved photoemission from a metal surface. We
present evidence for acceleration of photoelectrons in the
spatial gradient of the ponderomotive potential in free space.
The analysis is based on (i) transient kinetic-energy (or mo-
mentum) variations in electrons photoemitted from the
Gd(0001) surface state and on (ii) transient changes in the
photoemission intensity. An analytical description of the
electric field of the transient grating is in good agreement
with the experiment. Thus, the demonstrated technique fa-
cilitates an analysis of the transient optical grating. If the
incident light field is known, the reflected light field, which
contains information of collective electron dynamics such as
plasmon excitation/decay and the buildup of screening the IR
field, can be extracted. Using a simplified transport theory
we calculate the expected momentum change in a linear limit
and reveal an envelope function of the photoelectron’s peri-
odic acceleration in the transient grating, which allows us to
separate effects of the incoming and the reflected field con-
tributions. The phase of the detected periodic momentum
change represents an interesting quantity. Albeit not yet ex-
perimentally verified, it presents a temporal evolution that is
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directly related to the phase of the collective excitation of the
metal conduction electrons. Our results establish that the
phase is dependent on the duration of the incoming laser
pulse, which can only be understood, if memory effects are
taken into account.
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